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Learning from Multiple Datasets
• In many applications, multiple “views” or multiple datasets are 

constructed

• Bioinformatics

• Activity recognition

• Computer graphics

• Scientific exploration (MARS rover)

• Cross-lingual information retrieval

• Spectral methods for learning latent variable models
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Canonical Correlation Analysis
(Hotelling, 1936)

Find u,v that maximizes 

Displacement Horsepower Weight

 Acceleration MPG

Pioneer of the first two 
statistics departments in the 

US!
UNC, Chapel Hill

Columbia University
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FODAVA project: main 
contribution

• We developed a new class of methods, called manifold 
alignment, that outperforms CCA in many domains

• Linear + Nonlinear

• Local + Global

• Supervised + Unsupervised

• If you use multiple datasets, you should try manifold 
alignment!
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Manifold Projections
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Manifold Projections
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A Summary of Manifold Alignment Approaches

Given 
correspondences

Given 
labels

Unsupervised
alignment

Preserve Local geometry

Preserve Global geometry

One-step alignment

Two-step alignment

Feature-level

Instance-level

       Procrustes alignment                   Manifold Projections (MP)                Extensions of MP
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Manifold Warping
(Hoa, Carey, Mahadevan: AAAI, 2012)

Dynamic Time Warping 

Manifold Alignment

+

Iterate:
•Find projection to lower-dimensional 
space
•Find new set of correspondences
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Activity Recognition
S. Mahadevan, R. Wang, S. Dernbach, B. Foster, P. Krafft, J. Leahey, H. Vu, C. Wang (IBM Research)  

Department of Computer Science, University of Massachusetts, Amherst 

Manifold Alignment of  
High-Dimensional Datasets 

 
Manifold warping produces better embedding and alignment than canonical time warping 

Supported by Gran Nos. NSF CCF-1025120, IIS-0534999, and IIS-0803288. 

Introduction 
 

Problem: How to transfer knowledge across tasks? 
 
Solution:  
1.Find manifold-based projections of original data  
2.Align projected data in lower-dimensional space 
3.Accelerate and visualize using GPU 

 
 
 
 
 
 
 

 
 
Applications: 
•Cross lingual information retrieval 
•Activity recognition 
•Reinforcement learning 
 
 
 
 
 
 
 
 
 
 
 
 

        Two-step alignment 
           Example: Procrustes alignment  
           
 

           One-step alignment 
                Example: Manifold Projections 
 

Manifold Warping    
 

Combine manifold alignment and dynamic time warping 
(ala Canonical Time Warping) to align two time series 
datasets in a new, lower-dimensional space. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Sparse Manifold Alignment 
 

Use Lasso to find a sparse solution. 

GPU-Accelerated Alignment 
 

Using the GPU we are able to perform faster than 
computation on CPU by taking advantage of the parallel 
nature of low rank matrices. Speeding up the SVD 
bottleneck yields faster alignments. We compare: 
•Matlab SVD (CPU) 
•Mark Tygert’s Approximate SVD (CPU) 
•QUIC-SVD Approximate SVD (GPU)  
 

 

The non-linear alignment unrolls the 3D structure of the swiss roll. 
Given 
correspondences 

Given  
labels 

Unsupervised 
alignment 

Preserve Local geometry 

Preserve Global geometry 

One-step alignment 

Two-step alignment 

Feature-level 

Instance-level 

       Procrustes alignment                  Manifold Projections (MP)                       Extensions of MP 

Vision data set: aligning rotation process of different 
objects 

Kitchen data set: aligning different views of the same 
tasks 

The resulted alignment path of manifold warping is much closer to the ground truth alignment 

Vu, Carey, and Mahadevan, AAAI 2012

CCA+DTW (Zhou, NIPS 2009)
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Social Network Alignment

S. Mahadevan, R. Wang, S. Dernbach, B. Foster, P. Krafft, J. Leahey, H. Vu, C. Wang (IBM Research)  

Department of Computer Science, University of Massachusetts, Amherst 

Manifold Alignment of  
High-Dimensional Datasets 

 
Manifold warping produces better embedding and alignment than canonical time warping 

Supported by Gran Nos. NSF CCF-1025120, IIS-0534999, and IIS-0803288. 

Introduction 
 

Problem: How to transfer knowledge across tasks? 
 
Solution:  
1.Find manifold-based projections of original data  
2.Align projected data in lower-dimensional space 
3.Accelerate and visualize using GPU 

 
 
 
 
 
 
 

 
 
Applications: 
•Cross lingual information retrieval 
•Activity recognition 
•Reinforcement learning 
 
 
 
 
 
 
 
 
 
 
 
 

        Two-step alignment 
           Example: Procrustes alignment  
           
 

           One-step alignment 
                Example: Manifold Projections 
 

Manifold Warping    
 

Combine manifold alignment and dynamic time warping 
(ala Canonical Time Warping) to align two time series 
datasets in a new, lower-dimensional space. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Sparse Manifold Alignment 
 

Use Lasso to find a sparse solution. 

GPU-Accelerated Alignment 
 

Using the GPU we are able to perform faster than 
computation on CPU by taking advantage of the parallel 
nature of low rank matrices. Speeding up the SVD 
bottleneck yields faster alignments. We compare: 
•Matlab SVD (CPU) 
•Mark Tygert’s Approximate SVD (CPU) 
•QUIC-SVD Approximate SVD (GPU)  
 

 

The non-linear alignment unrolls the 3D structure of the swiss roll. 
Given 
correspondences 

Given  
labels 

Unsupervised 
alignment 

Preserve Local geometry 

Preserve Global geometry 

One-step alignment 

Two-step alignment 

Feature-level 

Instance-level 

       Procrustes alignment                  Manifold Projections (MP)                       Extensions of MP 

Vision data set: aligning rotation process of different 
objects 

Kitchen data set: aligning different views of the same 
tasks 

The resulted alignment path of manifold warping is much closer to the ground truth alignment 

Wang, Liu, Vu, and Mahadevan, 2012

DBLP Social Network

3.2 Gravitational collapse of trajectories 
Another interesting phenomenon observed from Figures 3 
and 4 (which is not accounted for by previous methods), is 
that of gravitational collapse of trajectories.  

In the current formulation of the link prediction problem, 
the dynamic graph has a fixed vertex set. The edge set 
increases in time as edges are never deleted (for the DBLP 
example, this means that if two authors have been linked, 
they remain linked).  It then follows that the diameters of 
successive graphs (successive network snapshots) are 
eventually decreasing as the number of shortest paths 
increases. The graph embedding and the trajectories of each 
vertex reflect this property. By analogy to the astronomical 
gravity effect which attracts the mass and eventually every 
atom will collapse into a singularity, we call this 
gravitational collapse of trajectories. In the social networks 
context this corresponds to the convergence of the graphs 
representing the network to a complete graph. 

3.3 Trajectory Modeling Results 
Both linear and quadratic regressions are applied for the 
estimation and prediction of the author coordinates in year 
2004. We fit the model with the first two primary MDS 
dimensions. For each type of aligned data, the linear fitting 
has better AIC and BIC scores. Table 1 summarizes the 
means and the standard deviations of the learning errors for 
the four types of alignment algorithms. The Procrustes 
Alignment yields the smallest mean weighed error. It is not 
surprised that the data without any alignment has errors 
significantly larger than those from alignment.  

Figure 5 presents the scatter plots of ground truth 
coordinates vs. estimated and predicted coordinates for the 
network in 2004. Prediction has wider variance than 
estimation, due to the exclusion of the last year data. 
Alignment plays a significant role in modeling the dynamic 
graph. The Procrustes alignment method with linear 
random effect regression performs well in both estimation 
and prediction, which strongly supports the claim that 
under this framework, the nature of dynamic social network 
is sufficiently captured by a simple model. 

 
Figure 3. Trajectories of four different alignments for the real-world DBLP data set with 2,538 core authors: No alignment; 
Alignment to previous year recursively; Aligned to the 1st year; Procrustes alignment to the 1st year. In all panels, each horizontal 
layer demonstrates the 2D graph embedding of each year. Each corresponding vertex (author) is linked by line segments going 
upward. As arrows pointed out in the 1st panel, without alignment, the trajectories have huge variance and fluctuate dramatically. 
All 3 alignments have reduced the trajectory variance with different levels, among which the Procrustes perform the best. 

 
Figure 4. Gravitational collapse of trajectories to singularity. Left panel: trajectories after manifold alignment for the real-world 
DBLP data set with 2,538 core authors. Right panel: the conceptual idea of all trajectories converges to singularity (complete 
graph).  Refer to Figure 2 for details. The collapsing phenomenon can be visually inspected, which indicates the diameters of the 
graphs are shrinking. 
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Cross-Lingual Transfer in IR
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Cross-Lingual Transfer in IR

Signora Presidente, intervengo per una mozione 
d'ordine.Come avrà letto sui giornali o sentito alla 
televisione, in Sri Lanka si sono verificati numerosi 
assassinii ed esplosioni di ordigni.

Madam President, on a point of order. You will be aware from the 
press and television that there have been a number of bomb 
explosions and killings in Sri Lanka.

English

documents

Italian

documents

Frau Präsidentin, zur Geschäftsordnung.
Wie Sie sicher aus der Presse und dem Fernsehen 
wissen, gab es in Sri Lanka mehrere 
Bombenexplosionen mit zahlreichen Toten.

German

documents
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Proceedings of the EU

Thursday, December 13, 12



Cross-lingual IR
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Cross-lingual IR
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Impact of Work
• The most useful research I have done in 20 years!

• Led to several new collaborations 

• Mars rover Curiosity (Darby Dyar, Mount Holyoke, NASA/
JPL scientific team)

• Proposals submitted to CDS&E and BIGDATA

• Papers: 100+ citations on Google Scholar

• Many many applications (bioinformatics, graphics, robotics, 
science, IR)
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